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1. Detailed Background on Diffusion Model 

Image = 1024 sized vector = lives in 1024 p(x) (we don’t know)
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1. Detailed Background on Diffusion Model (cont’d)  

Noising (forward) 

Denoising (backward) 



1. Detailed Background on Diffusion Model (cont’d)  
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1. Detailed Background on Diffusion Model (cont’d)  
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1. Detailed Background on Diffusion Model (cont’d)  

Gaussian convolution demo: https://phiresky.github.io/convolution-demo/

Do this in every time t

Noising (forward) 

https://phiresky.github.io/convolution-demo/


1. Detailed Background on Diffusion Model (cont’d)  

Noising (forward) 

Variance Preserving

Variance Exploding

Then, how to 
start sampling?

Suppress to prevent exploding variance.
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1. Detailed Background on Diffusion Model (cont’d)  

Noising (forward) 

Variance Preserving

Variance Exploding

Our interest



1. Detailed Background on Diffusion Model (cont’d)  

No matter what p0(x) is.



1. Detailed Background on Diffusion Model (cont’d)  

(What we can sample.)

for 500 x

for 500 x



1. Detailed Background on Diffusion Model (cont’d)  

Tweedie’s formula

tweedie: https://efron.ckirby.su.domains/papers/2011TweediesFormula.pdf

https://efron.ckirby.su.domains/papers/2011TweediesFormula.pdf


1. Detailed Background on Diffusion Model (cont’d)  

Tweedie’s formula
Neural Network

also called “Score”



1. Detailed Background on Diffusion Model (cont’d)  

(What we can easily sample)

for 500 x

for 500 x



1. Detailed Background on Diffusion Model (cont’d)  

Tweedie’s formula
Neural Network

Gradually moving samples toward 
higher likelihood region
using “gradient” information.



1. Detailed Background on Diffusion Model (cont’d)  

Takeaway: 

1) Diffusion Models learn gradient of        :

2) We can not sample from data distribution directly,
but, we can sample from Gaussian, and gradually 
pushing it as a “real-like” image. 



2. Memorization in Diffusion Models 

Exact mem. Partial mem.

Image credit: https://arxiv.org/pdf/2407.21720

https://arxiv.org/pdf/2407.21720


3. What does it mean to be memorized?

Data point lies on a 
sharp peak.



4. How can we detect it?



4. How can we detect it? (cont’d)

Memorized sample should reveal
large negative eigenvalues,

while non-memorized show 
positive eigenvalues



4. How can we detect it? (cont’d)

Train data



4. How can we detect it? (cont’d)

Eigenvalues in Stable Diffusion



4. How can we detect it? (cont’d)

But, doing backpropagation in Stable Diffusion is nonsense
We use the sum of eigenvalues as a proxy!

Very cheap to compute.

Under gaussian assumption,

3



4. How can we detect it? (cont’d)



5. How can we mitigate it?

Previous approaches, 

     [1] Change text prompts
    [2] Put random tokens between prompts
    [3] Weaken text-conditioning during sampling
    …..

Degrade user utility and image quality!!



5. How can we mitigate it? (cont’d)



5. How can we mitigate it? (cont’d)

ODE samplers have 1 to 1 relationship between (Xt, Image) 
Memorization is revealed even at the first timestep!

Why don’t we just start sampling from 
Gaussian latent on less sharper landscape?
(a.k.a Seed sampling)

Sharpness measure Gaussian regularization



5. How can we mitigate it? (cont’d)



5. How can we mitigate it? (cont’d)



5. How can we mitigate it? (cont’d)



6. Advertisement

Visit: 
https://github.com/Dongjae0324/sharpness_memorization_diffusion 
and push “STAR”!

https://github.com/Dongjae0324/sharpness_memorization_diffusion

